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Optimization NN
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Training:
- Forward pass with X
- Calculate error with respect to y
- Back propagation and stochastic gradient descent



Why Bayesian Networks
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- Suppose now you have an image not belonging to 
any of the class

- How would you want your network to classify it?
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- Suppose now you have an image not belonging to 
any of the class

- How would you want your network to classify it?

Desired AnswerOverconfident 
Answer



Bayesian NN
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Bayesian Neural Network Optimization
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- Bayesian neural networks can be seen as an ensemble of 
neural networks

- The training consists of finding 
- The prediction give by



Bayesian Neural Networks
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Why Bayesian Networks
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- Out-of-domain point



Training BNN
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- Generally BNN have too many parameters to use efficiently 
MCMC, suitable for Variational Inference 



Training BNN
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Sample mini-batch 
from data Sample weight from q (using 

reparametrization trick)



Training BNN
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Gradient Descent



Continue Learning
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Pior 1

Task 1

Posterior 1

Pior 2

Task 2

Posterior 2

- BNN tend to keep better memory of previous task when 
retrained for new tasks



Advantages of BNN
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- Prior of BNN can be use to encode desired properties of the 
network 

- Ensambling provides stability in the training
- Uncertainty estimation
- Better performance for online learning



Variational 
Autoencoders
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PCA
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Unsupervise Learning:



PCA
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PCA
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Autoencoders
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AE example
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AE Latent Space
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Denoising Autoencoders
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AE Example

Course on Machine Learning

23Bayesian Machine Learning



Denoising with AE
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From AE to Variational Autoencoders

VAE for Credit Risk
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VAE as variational inference
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VAE for Credit Risk



VAE as variational inference
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VAE for Credit Risk

NB: When lifting a NN to be a bayesian one, you do not need to make every single 
layer probabilistic,  having a fewer Bayesian layers is often better for stability



VAE as variational inference
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VAE for Credit Risk



VAE as variational inference
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VAE for Credit Risk

Inference Model



VAE as variational inference
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VAE for Credit Risk

Generative Model



VAE as variational inference
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VAE for Credit Risk

Inference Model Generative Model
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VAE for Credit Risk

Guide Model

pyro.ai



Variational Autoencoder Loss
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Encoder
Decoder



Conditional VAE
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Guide Model



Conditional VAE
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Encoder
Decoder



VAE results

36 N. Serra

VAE for Credit Risk
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